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Vision for mobile robots

We are developing vision for mobile robots; the above shows some
results of estimation of 3D structure of a scene and the motion of a
robot from the camera mounted on it.
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Most of what we perceive with our eyes cannot be expressed in
words. We study how to recognize such things with a machine.

Analyzing fashion by computer

We are studying an AI that can learn to
judge whether a given combination of fashion
items is good or bad.

AI that can understand images

We are studying an AI that can interact with people using language
about the content of an image. This is the research of AI closest to
human intelligence and will open up the frontiers of deep learning.

We study computer vision for artificial intelligence.
Toward the ultimate goal of developing a computer
system that can see the world as humans do, we are
studying methods for understanding images and
those for obtaining 3D information about a scene
from its images. We are currently conducting a wide
range of research projects, e.g., from development
of theory of deep learning to autonomous flight of
drones for inspecting bridges. At present, Prof.
Okatani concurrently serves as a team leader at
RIKEN center for AIP, a major center of AI research in
Japan.

(a) Superpixels (b) Pose estimation

null
shorts
shoes
purse
top
necklace
hair
skin

(c) Predicted Clothing Parse (d) Pose re-estimation

Figure 2: Clothing parsing pipeline: (a) Parsing the image into Superpixels [1], (b) Original pose estimation using state of
the art flexible mixtures of parts model [27]. (c) Precise clothing parse output by our proposed clothing estimation model
(note the accurate labeling of items as small as the wearer’s necklace, or as intricate as her open toed shoes). (d) Optional re-
estimate of pose using clothing estimates (note the improvement in her left arm prediction, compared to the original incorrect
estimate down along the side of her body).

garment retrieval application (Fig 1).
Our main contributions include:

• A novel dataset for studying clothing parsing, consist-
ing of 158,235 fashion photos with associated text an-
notations, and web-based tools for labeling.

• An effective model to recognize and precisely parse
pictures of people into their constituent garments.

• Initial experiments on how clothing prediction might
improve state of the art models for pose estimation.

• A prototype visual garment retrieval application that
can retrieve matches independent of pose.

Of course, clothing estimation is a very challenging
problem. The number of garment types you might observe
in a day on the catwalk of a New York city street is enor-
mous. Add variations in pose, garment appearance, lay-
ering, and occlusion into the picture, and accurate cloth-
ing parsing becomes formidable. Therefore, we consider
a somewhat restricted domain, fashion photos from Chic-
topia.com. These highly motivated users – fashionistas –
upload individual snapshots (often full body) of their outfits
to the website and usually provide some information related
to the garments, style, or occasion for the outfit. This allows
us to consider the clothing labeling problem in two scenar-
ios: 1) a constrained labeling problem where we take the
users’ noisy and perhaps incomplete tags as the list of pos-
sible garment labels for parsing, and 2) where we consider
all garment types in our collection as candidate labels.

1.1. Related Work

Clothing recognition: Though clothing items determine
most of the surface appearance of the everyday human,
there have been relatively few attempts at computational
recognition of clothing. Early clothing parsing attempts fo-
cused on identifying layers of upper body clothes in very

limited situations [2]. Later work focused on grammati-
cal representations of clothing using artists’ sketches [6].
Freifeld and Black [13] represented clothing as a defor-
mation from an underlying body countour, learned from
training examples using principal component analysis to
produce eigen-clothing. Most recently attempts have been
made to consider clothing items such as t-shirt or jeans as
semantic attributes of a person, but only for a limited num-
ber of garments [4]. Different from these past approaches,
we consider the problem of estimating a complete and pre-
cise region based labeling of a person’s outfit, for general
images with a large number of potential garment types.

Clothing items have also been used as implicit cues of
identity in surveillance scenarios [26], to find people in an
image collection of an event [11, 22, 25], to estimate occu-
pation [23], or for robot manipulation [16]. Our proposed
approach could be useful in all of these scenarios.
Pose Estimation: Pose estimation is a popular and well
studied enterprise. Some previous approaches have con-
sidered pose estimation as a labeling problem, assigning
most likely body parts to superpixels [18], or triangulated
regions [20]. Current approaches often model the body as
a collection of small parts and model relationships among
them, using conditional random fields [19, 9, 15, 10], or dis-
criminative models [8]. Recent work has extended patches
to more general poselet representations [5, 3], or incorpo-
rated mixtures of parts [27] to obtain state of the art results.
Our pose estimation subgoal builds on this last method [27],
extending the approach to incorporate clothing estimations
in models for pose identification.
Image Parsing: Image parsing has been studied as a step
toward general image understanding [21, 12, 24]. We con-
sider a similar problem (parsing) and take a related ap-
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